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At the beginning of a program on palaeodiet, interest arose in how various uncertainty components
propagate throughout the process of 3-value determination and how they affect the final uncertainties of
the d-values. The uncertainty components considered in this investigation arise from the precision of the
measurement and from the uncertainties of the used isotope standards’ d-values. In the uncertainty
analysis, correlations were also taken into account, since they most often lead to an increase of the final
uncertainties. The applied procedure permits not only to calculate the overall uncertainty of the
normalized d-values, but also to estimate the contributions of the various sources of uncertainties to the
final uncertainty value. It was therefore possible to trace the different uncertainty components throughout
the entire evaluation process. The uncertainties of the 3'>C-values determined in this study were mainly
caused by the respective statistical components resulting from the measurement process, since the
uncertainties of the certified 3'3C-values of the used international reference materials are small compared
to the measurement uncertainty. In contrast, the 3'°N values of the available nitrogen reference materials
are less precise than those of the carbon isotope standards and thus more strongly affect the uncertainties
of the determined 5'°N-values. Consequently the uncertainties of 8°N-values can be underestimated,
when only the statistical component is considered. Nevertheless, the final uncertainties obtained in this
analysis are small in magnitude compared to the variation in d-values relevant for diet interpretation.
Although the investigated correlations had an enlarging effect on the uncertainties of the normalized
d-values, it could be shown that this effect is small and can be neglected in most palaeodietary studies.
© 2011 Elsevier Ltd and INQUA. All rights reserved.

1. Introduction <0.15%, and <0.20%, (1 standard deviation of 10 natural abundance

samples with a constant quantity of 50 ug carbon and 100 pg

Carbon and nitrogen stable isotope ratios expressed as 8'>C- and
3'N-values, which are defined as the deviation in parts per thou-
sand (%,) of the respective stable isotope ratio of a sample from the
ratio of the corresponding international reference material (Vienna
Pee Dee Belemnite, VPDB and Ambient Inhalable Reservoir, AIR
respectively), in bone collagen are widely used for palaeodietary
reconstructions. For this purpose it is common practice to deter-
mine the 3'3C- and 3"°N-values of bone collagen by means of
continuous flow elemental analyzer - isotope ratio mass spec-
trometry (EA-IRMS). This technique allows the determination of
these d-values with a precision in the 0.1%, range e.g., a precision of
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nitrogen, respectively) is guaranteed for 3'3C- and 8'°N-determi-
nations by the manufacturer for the EA-IRMS system used in the
present study (CE Instruments NC2500 elemental analyser coupled
to a Micromass Optima mass spectrometer). Under optimized
conditions (sample amounts, tuning etc.) higher measurement
precisions can be accomplished.

Recently a palaeodiet laboratory has been established at the
Isotope Research Group of the University of Vienna. One of the
requirements in the setup of this laboratory was the development
of a suitable protocol for the EA-IRMS collagen measurements. Also
performed was a detailed analysis of various contributions to the
final uncertainty of the d-values determined according to the
protocol.

Traditionally for the normalization of the d-value of a sample to
the international isotope scale a so-called “single point anchoring”
via a secondary reference material, a calibrated laboratory standard
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or the reference gas, which were tied to the primary standard, was
used. Only some years ago, for better inter-laboratory agreement of
the isotopic data it was recommended to normalize the determined
d-values to the international isotope scales by a linear function
defined by the measured and known d-values of two isotope stan-
dards (e.g., Coplen et al., 2006). Paul et al. (2007) found that using
more then two anchor points for a linear regression (“multi-point
normalization”) resulted in smaller normalization errors compared
to the two-point normalization method. The regression coefficients
(slope and axis intercept) of the normalization equation are,
however, correlated with each other, which makes the determina-
tion of uncertainties of the normalized d-values more complex.

Isotope standards used to establish the normalization function
are usually in-house standards, since commercially available
isotope standards e.g., from the International Atomic Energy
Agency (IAEA) or the United States Geological Survey (USGS) are in
short supply and thus should not be used in measurements on
a daily basis. Hence, the international reference materials are used
for the calibration of laboratory isotope standards suited to the
sample materials to be analyzed (e.g., Werner and Brand, 2001).
Such standard materials are selected and calibrated by each labo-
ratory individually. Due to the calibration of different in-house
standards against the same reference materials, correlations
between the calibrated d-values of these laboratory standards arise.
Such correlations influence the uncertainties of sample d-values
normalized against the calibrated laboratory standard values. An
increase of the uncertainties can be expected, but it is not
predictable to what extent. Since rather small differences in
d-values are generally interpreted as dietary changes e.g., the
trophic level shift in '3C between a predator and its prey is known
to be around 1%, (e.g., Bocherens and Drucker, 2003), it was
necessary to check whether the influence of the correlations leads
to overall uncertainties of a magnitude to distort the interpreta-
tions of C and N stable isotope data. For a quantification of this
effect, a detailed error propagation considering all the correlations
arising during the determination of 3-values was performed.

Furthermore, d-values of palaeodiet samples are in most cases
results of multiple determinations and reported as mean values.
Usually a set of mathematical transformations is applied to the
measurement results in order to obtain the final d-values of the
samples. Considering the achievable precision range, it is of great
importance to know the size of other possible uncertainty contri-
butions to the final results in addition to the measurement uncer-
tainty. Therefore, this study considered the propagation of various
uncertainty components, associated with the standards and
samples, during the entire process of d-value determination, from
the calibration of laboratory standards to the sample d-values.

2. Methods
2.1. General overview of the applied mathematical procedures

In this approach, mathematical procedures well known in the
analysis of experimental data were used. These were the calculation
of weighted means, fitting a straight line to a set of experimental data
and applying the rules of uncertainty propagation to each step of the
data analysis. As the experimental results were not independent
from each other, covariances had to be considered to perform the
propagation of uncertainties correctly. The methods applied are
given in several textbooks on data analysis (see e.g., Branham, 1990;
Smith, 1991, and Brandt, 1999). The basic procedures will be
described shortly in this section. Vectors and matrices help to
formulate them in a very compact and concise manner and they are
easily implemented in computer algebra systems and even in stan-
dard spread sheet programs, as all matrices needed in the course of

this work were small. Typical matrix sizes for which operations like
inversion or multiplication had to be performed were 3 x 3 or 4 x 4.
In a few cases, matrices up to the size 10 x 10 had to be inverted.

2.1.1. Calculation of a weighted mean and its uncertainty

A set of measured independent data points y1, y2, ...., yn can be
written as data vector y, and with the help of the corresponding
uncertainties Ay, Ay, ...., Ay, a n x n variance matrix is defined
with the squares of the uncertainties (the variances) as diagonal
elements and zero elsewhere. Often the quantities y; are not
independent from each other (i.e., correlated) e.g., if they are
measured relative to the same standard, and the uncertainty of the
standard contributes to the uncertainties of all measured values.
Their uncertainties and dependencies are then described by a var-
iance-covariance matrix, often simply called covariance matrix Cy:

var(y;)  cov(y1,¥2) COV(}{l,}’n)
cy — COV(y:z,y]) : (l)
oV (Yn,¥1) var(yn)

In the case of independent data, only the diagonal elements (vari-
ances) have to be considered. However, covariances (off-diagonal
elements) can occur between quantities deduced from the inde-
pendent data. These covariances can then be estimated according
to the generalized rules of error propagation discussed below.

The covariance matrix is symmetrical (cov(y; y;) = cov(y;, yi))
and frequently correlation coefficients are used to describe the
dependency of y; and y;:

cov (y,-, yj)
arty fvar(y)

If weights have to be applied to the measured data y e.g., to
calculate a weighted mean value, a weight matrix W, calculated as
the inverted of the covariance matrix (W = Cy’l) is used. With this
weight matrix the weighted mean y is then calculated according to
(following the notation given by Brandt, 1999):

_ cov (yf, yj>

2
Ay;-Ay; (2)

corr (y,-, yj) =

-1
y=— (aTWa) (aTWy> (3)
The vector a in this case is a single column vector

-1
a= ’ (4)
-1
and a' is its transposed. In the case of independent y; the covariance
matrix is a diagonal matrix with the squares of the uncertainties,
Ay,.z, as diagonal elements and hence its inverted, the weight matrix
W, consists of the inverses of the squares of the uncertainties as

diagonal elements and is zero elsewhere. As easily can be seen,
Equation (3) then becomes the well known formula

n -1 n
v = (ZAyﬂ) (8. (5)
i=1 i=1

To check the consistency of the data, within their uncertainties and
covariances, the reduced y? value can be calculated according to
Equation (6), where € is the vector of the residuals (differences
between the individual measurements y; and the weighted mean)
and €' its transposed. W is the weight matrix and fis the number of
the degrees of freedom, which is n—1, if a mean of n measurement
values is calculated.



K. Rumpelmayr et al. / Quaternary International 245 (2011) 307—314 309

eTWe
Xged = f (6)

The square root of the reduced ? can be interpreted as the ratio of
the external — an uncertainty estimated from the scatter of the
data — to the internal uncertainty — an uncertainty calculated from
the individual uncertainties Ay; — and should be approximately
one. There does not exist a general rule how to proceed, if xfed is
significantly larger than unity, but individual solutions have to be
found. The treatment of data with inconsistent uncertainties is
discussed below. The internal uncertainty can be calculated using
the weight matrix W and the vector a as given in Equation (4):
Ay = 4/ (aTwa) (7)
2.1.2. Calculation of a linear fit through data points

The second procedure used was fitting a straight line or linear
function to a set of data points (x;y;) (linear regression). In this
case, the linear regression yields a calibration function through
data points consisting of certified and measured reference
materials’ d-values. Standard least-squares procedures, as
described e.g., by Brandt (1999), were used, where it is assumed
that the uncertainties of the y-values or the covariance matrix C,
in case of correlated y-values are known or can be calculated, and
that the x-values of the data points are known exactly (without
uncertainties). The latter assumption is not valid in the applica-
tion of this formalism; therefore the uncertainties of the x-values
were transformed to y-value uncertainties (see 2.2). The fitting
procedure results in a linear function described by the parame-
ters a and b:

y =a+b-x (8)

The least-squares formalism provides a “best estimate” for the
parameters a and b given by the following equation

() -

Here the vectory contains the y-values of the measured data points,
the weight matrix W is the inverted of the corresponding covari-
ance matrix C, and the matrix A contains the x-values of the
measured data points.

- (ATWA) B (ATWy) (9)

1 X4
A=—-|:: (10)
1 x,

The linear function parameters a and b are derived from measured
data and therefore have also uncertainties and in general they are
correlated, even if the input data y; are independent. Their covari-
ance matrix C,p) is given by Equation (11).

Cap) — (A"WA) - (11)

To check the consistency of the data also for the linear fit, the
reduced ¥? value can be calculated according to Equation (6). The
vector of the residuals e is calculated as the differences of the
y-values of the individual data points and the expected values
according to the fitted linear function. The number of the degrees of
freedom fis in this case n—2 with n the number of data points.

2.1.3. Propagation of uncertainties
If the data are not independent the rules of error propagation
can be generalized to the propagation of variances and covariances

in the following way: let f be a function depending on the variables
Y1, Y2, .--, ¥n. Then the variance (or square of the uncertainty) of this
function is given by:

Z Zaa—;,: %COV(Y:'J’J‘) (12)

In the case of independent y; (i.e., cov(y;y;) = 0, for i # j) Equation
(12) becomes the usual “Gaussian error propagation law” as
cov(y;,yi) = var(y;) and all terms with i = j vanish.

3 = S (I e = 5 (Tan) a3

i=1 i=1

var(f) = Af? =

var(f) =

When a second function g depending on the same variables y,
¥2,..., Yn is introduced, the covariance between these two functions
cov(f,g) can be calculated according to:

Z ZS—; (,?Tgcov(y,-,yo (14)

The covariance cov(f,g) will not be zero for independent y;, as both f
and g depend on the variables y; and non-zero contributions to the
sum in Equation (14) are present for i = j.

A major goal of this investigation was to trace the contributions
of the initial (independent) sources of uncertainties throughout the
process of 3-value determination. The uncertainties, which had to
be considered, are the uncertainties of the reference materials’
d-values provided by the distributor and the measurement uncer-
tainties introduced by the precision of the individual measure-
ments. The contributions of these sources of uncertainties were
calculated individually for any intermediate and final result
according to the uncertainty propagation rules. Thus for any
numerical value derived from these measurements the square of
the uncertainty can be represented as a quadratic sum of inde-
pendent uncertainty contributions.

cov(f,g) =

2.2. Calibration of laboratory standards

In order to produce a laboratory standard, two organic
substances (L-alanine, Merck; and fish gelatin, Sigma Aldrich) were
calibrated against various international isotope reference materials
(USGS40; 1AEA: CH-3, CH-6, CH-7, N-1, N-2, NO-3). The d-values
and uncertainties of these reference materials as given by the
distributor are listed in Table 1.

In the calibration procedure, several sample batches consisting
each of 10 replicates of the material to be calibrated (laboratory
standard) plus at least two reference materials, were measured in
separate measurement runs (see Table 2). Since the EA-IRMS
software can only provide d-values determined with respect to
a single standard or the reference gas, normalization has to be
carried out “off-line”, when more than one reference material is

Table 1
Consensus d-values and uncertainties of the international reference materials used
in this study (see IAEA Reference Materials Catalogue).

Reference material 313C [%] Uncertainty  8'°N[%]  Uncertainty
IAEA-CH-3 —24.724 0.041

IAEA-CH-6 —10.449 0.033

IAEA-CH-7 -32.151 0.050

USGS40 —26.389 0.042 —-4.5 0.1
IAEA-N-1 0.4 0.2
IAEA-N-2 203 0.2
IAEA-NO-3 4.7 0.2
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Table 2

Number of measurements carried out during the calibration procedure together
with the number of times an individual reference material was present (in triplicate)
in a measurement batch.

Standard 3'3C-measurements USGS40 IAEA-CH-6 IAEA-CH-3 IAEA-CH-7
L-alanine 8 8 8 3 1
Fish gelatin 7 5 7 7 4
Standard 3'N-measurements USGS40 IAEA-N-1 IAEA-N-2 IAEA-NO-3
L-alanine 8 8 8 8 0
Fish gelatin 5 3 3 5 3

used. The certified 3-values of the reference materials (y-axis) were
plotted against their measured values (x-axis) and the calibration
function was considered to be linear as e.g., described in Paul et al.
(2007) (see Fig. 1 and Fig. 2). If three or more reference materials
were used, the calibration parameters a and b were derived by
employing least-squares fitting procedures. It should be noted that
the data points through which the calibration function is fitted,
have uncertainties in their x-values (the measured values) as well
as in their y-values (the certified values). Estimates of the
measurement uncertainties were derived from the standard
deviation of the 10 laboratory standard replicates present in the
batch. The measurement uncertainties were transformed to the y-
axis and added in quadrature to the given uncertainties of the
reference materials to enable the application of standard least-
squares procedures, which rely on the assumption that the
abscissa data are known exactly and which use the ordinate data
uncertainties to derive a weight matrix. Such a procedure has been
widely adopted in nuclear reaction data measurements and eval-
uations, more general approaches have been extensively discussed
in the metrological literature (see e.g., Krystek and Anton, 2007).
The preliminary slope used to convert the measurement uncer-
tainties was obtained by linear regression without considering
data weights. With a set of three or four determined d-values (x;)
and a corresponding set of certified d-values (y;) together with the
combined uncertainties Ay;, the parameters a and b of the linear
calibration function and their variance-covariance matrix were
derived according to the weighted standard least-squares fitting
procedure given in 2.1.

In this case the covariance matrix contained only the variances
of the determined d-values y; as diagonal elements i.e. the squares
of the combined uncertainties, (Ay;)?, since the international
standards are considered as independent. However, the calibration
function parameters, i.e. the slope and the axis intercept in the
linear equation, calculated according to Equation (9) are not

5
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8 X" IAEA-CH-3
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Fig. 1. Normalization of laboratory standard 3'*C-values.
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Fig. 2. Normalization of laboratory standard 3'>N-values.

independent and their covariance matrix Cp) is given by Equation
11 according to the rules of uncertainty propagation. This matrix
contains the uncertainties Aa and Ab of the parameters a and b as
well as their covariance cov(a,b).

In the measurement runs where only two international isotope
standards were measured together with the replicates of the
laboratory standards, the calculation of the calibration function
parameters is straightforward. It does not require any least-squares
fitting procedures and the covariance matrix C ) can be calculated
according to the generalized rules of uncertainty propagation as
described in 2.1.

For each run, the calibration function was then applied to
calculate the normalized d-value of the laboratory standard. The
overall uncertainty of the normalized d-value (AS;) was estimated
by generalized uncertainty propagation as shown in Equation (15),
where Ax; is the uncertainty associated with the laboratory stan-
dard measurement, Aa the uncertainty of the axis intercept and Ab
the uncertainty of the slope of the calibration function. Apart from
cov(a,b), no other covariances arise, because a and b have been
obtained from the d-values of the international reference materials
and thus are independent from the determined d-value of the
laboratory standard (x;).

2 (Bt ) (Biag) 4 (Btap) 120505
AS = (ax Axp ) + aaAa + b Ab ) +2 aa ob cov(a,b)

(15)

The square of the overall uncertainty (AS%) was also expressed
as quadratic sum of independent uncertainty components.
The primary (independent) sources of the uncertainties are the
measurement uncertainty of the laboratory standard Ax;, the
measurement uncertainties of the n isotope reference standards,
which have been transformed to the y-axis, AS;; and the given
d-value-uncertainties of the reference materials AS;.. Alternatively
to Equation 15 the overall uncertainty of the normalized 3-value
(ASp) can also be calculated by applying the “Gaussian error prop-
agation law”:

aS 2 L /8S 2
2 L L 2 2
AS? = (_ax AXL) +i:](_asi’/A51m+Asw) (16)

with S; denoting the certified d-value of an individual reference
material. As the uncertainty components stemming from the
measurement uncertainties (Ax; and AS;;,) do not contribute to
covariances amongst the individual laboratory standard measure-
ments, they can be combined to a “statistical” (sometimes called
“random”) component AS;,. Thus Equation 16 was re-arranged and
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Table 3

3'3C- and 3"°N-values of the calibrated laboratory standards with their 1o-uncertainties and the different independent uncertainty components, which add up quadratically to
the 1c-uncertainty. For the uncertainty components four positions after the decimal point are shown so that the smallest contribution, which lies in the range of 10~%, can be

displayed.
Uncertainty components
Standard 313C [%] 1o-Uncertainty Statistical USGS40 IAEA-CH-6 IAEA-CH-3 IAEA-CH-7
L-alanine -19.45 0.04 0.0331 0.0169 0.0127 0.0058 0.0005
Fish gelatin -15.61 0.05 0.0415 0.0045 0.0197 0.0088 0.0005
Uncertainty components
Standard 35N [%] 1o-Uncertainty Statistical USGS40 IAEA-N-1 IAEA-N-2 IAEA-NO-3
L-alanine -3.19 0.10 0.0406 0.0797 0.0374 0.0032 —
Fish gelatin 13.88 0.14 0.0253 0.0065 0.0193 0.1307 0.0371

the total uncertainty for the result of any of the laboratory standard
measurements could be written as:

aS as, 2 ras 2
AS? :( LAXL) +Z( LAS,m) +Z(6—;Asic)
i=1 t
_ Z(aSLAS ) (17)

From these independent uncertainty components, the variance-
covariance matrix for each set of individual measurements of the
two laboratory standards (alanine and fish gelatin) was calculated
according to Equation (14).

For the final 8-values of the laboratory standards a weighted
mean of the results of the individual measurements was calculated
according to Equation (3), with the vector y containing the 3-values
of the laboratory standard from the single measurements.

The reduced y? was calculated according to Equation (6). Its
numerical value should be approximately one indicating that the
internal and the external uncertainty are about the same size, but
for both 3-values of the alanine laboratory standard and for the 3'3C
of the fish gelatin it was significantly larger than one. A common
procedure to deal with this problem, especially if the input data are
uncorrelated, is to multiply the entire variance-covariance matrix
by a scaling factor s = x .q to force agreement between internal
and external uncertainties. It must be noted that this procedure is
not based on any theoretical principle, but is nothing more than
increasing those uncertainties, which seem to be underestimated
and a careful inspection of the data is inevitable (see e.g., the
discussion given in Smith, 1991; Section 12.1 and the comment of
Brandt, 1999; Section 9.1). As no “questionable” data or outliers
were identified, it was decided to enhance only the measurement
uncertainties by applying a suitable scaling factor to generate
agreement between external and internal uncertainties. This is
justified by the analysis of the 3-values, which were determined in
different runs performed over a longer time period (several
months). This analysis indicated larger variations on a long-term
scale compared to the variation of 10 identical samples in a single
measurement run, which was initially used as the estimate of the
measurement uncertainty.

The overall uncertainty of the weighted mean of the laboratory
standards was calculated using the rules of uncertainty propaga-
tion (Equation 12) and afterwards split into contributions of the
different independent uncertainty components (measurement and
reference materials’ uncertainties).

As a result of the calibration procedure, the d-values of the
laboratory standards are correlated with each other and with those
of the international reference materials, because the same refer-
ence materials were used for the calibration of both laboratory
standards. From the uncertainty components caused by the refer-
ence materials, covariances can be calculated according to Equation

(14), which are needed for the calibration of palaeodiet samples
described in the next section.

2.3. Evaluation of the uncertainties of palaeodiet samples

In the course of a palaeodiet study, the 8'3C- and 5"°N-values of
a large number of bone collagen samples from different archaeo-
logical sites in Austria were determined by EA-IRMS. The instrument
was mainly operated in the so-called “peak jump” mode, i.e. after
the measurement of the nitrogen isotope ratios the mass spec-
trometer was switched to carbon and the carbon isotopes were
measured subsequently in the same sample. In a measurement
sequence (batch) for the determination of the 8!3C- and §'°N-values
of the investigated collagen samples, 10 replicates of the alanine
laboratory standard were included to monitor the instrument
performance in each measurement run and to obtain an estimate for
the measurement uncertainty. Due to the demand for multiple-
point normalization there were three replicates of at least another
isotope standard (an international reference material or fish gelatin)
present in each sample batch. The N-2 reference material was
frequently used in the 3'°N determinations before the fish gelatin
was found a suitable candidate for a 3'°N laboratory standard
material (3°N-value: 13.88%,) for palaeodiet, and calibrated as such.
In addition to alanine and fish gelatin, the plan is to calibrate
cane sugar (C4 plant) in order to obtain a laboratory standard in the
d13C-range of collagen samples from consumers of marine (or C4)
based diets as well.

Throughout the entire palaeodiet study, different combinations
of standards were used, but each combination was selected to
encompass the expected range of the samples’ d-values. Every
collagen sample was measured three times with each subsample
present in a different measurement batch.

The normalization of the determined d-values followed basically
the same procedure as described for the laboratory standards. As
shown above, the laboratory standards are correlated with each
other and with the international standards used for their calibra-
tion. Therefore the off-diagonal elements of the weight matrix for

Table 4

Correlation coefficients between the 3'3C-values of the laboratory standards and the
international reference materials in percent. Only the upper triangle of the
symmetric matrix is displayed.

t-alanine Fish USGS40 IAEA-CH-6 IAEA-CH-3 IAEA-CH-7

gelatin
-alanine 100 20 43 32 15 1
Fish gelatin 100 10 42 19 1
USGS40 100 0 0 0
IAEA-CH-6 100 0 0
IAEA-CH-3 100 0
IAEA-CH-7 100
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Table 5
Correlation coefficients between the 3'°N-values of the laboratory standards and the
international reference materials in percent.

t-alanine Fish USGS40 IAEA-N-1 IAEA-N-2 IAEA-NO-3
gelatin
L-alanine 100 12 82 39 3 0
Fish gelatin 100 5 14 94 27
USGS40 100 0 0 0
IAEA-N-1 100 0 0
IAEA-N-2 100 0
IAEA-NO-3 100

calculating the parameters of the linear normalization function for
the unknown samples are different from zero.

The standard deviation of the 3-values of all L-alanine laboratory
standards measured throughout the period of about one year was
used as an estimate of the measurement uncertainty for the sample
runs. This long-term variation (0.11%, for 83C- and 0.09%, for
31°N-values) was taken as the minimum measurement uncertainty
for every sample run. The standard deviation determined for the 10
laboratory standard replicates in a measurement batch was used
when it was larger than the long-term variation.

The overall uncertainty for a single d-value was estimated
according to the generalized rules of error propagation and split
into the different components as described above.

The final d-value of a sample was calculated as the weighted
mean of the three measurement runs according to Equation (3).
Again, its overall uncertainty was split into the different mutually
uncorrelated components.

3. Results and discussion
3.1. Laboratory standards

Table 3 shows the results of the calibration procedure of both
laboratory standards. The given uncertainty components are

independent (uncorrelated) and thus add up quadratically to the
overall uncertainty. The component denoted as “statistical”

Table 6

includes the measurement uncertainties of the laboratory standard
replicates and the international reference materials used in the
calibration procedure and does not contribute to the covariance
between the two laboratory standards. Other components in
columns named after the individual reference materials denote the
contribution from the uncertainties of the certified values provided
by the distributor. The 3'°N-values of both laboratory standards
show larger uncertainties than the respective 3'>C-values. This is
caused by the larger uncertainties of the certified values of the
available 3'N reference materials (see Table 1) compared to those
of the 5'3C reference materials.

The magnitudes of the individual contributions are largely
influenced by the position of the laboratory standard’s d-value on
the regression line relative to that of the reference materials. The
closer it is to the d-value of a specific reference material, the larger
is the contribution of this reference material. Another influencing
factor, besides the “certified uncertainty”, is the number of times
a certain reference material was used in the calibration process. The
more often an international standard is present in the measure-
ments, the larger is its contribution to the total uncertainty of the
calibrated laboratory standard value (compare Table 3).

It can be seen from this table that the statistical component
accounts for the major part of the overall 3'>C-uncertainties.
Whereas in the case of the 3'’N-uncertainty of the t-alanine stan-
dard it is only the second largest contribution after the USGS40-
component and the 3" N-uncertainty of fish gelatin is mainly
caused by the IAEA-N-2 due to a 8!°N-value close to that of the fish
gelatin (see Fig. 2).

The correlations between the individual isotope standards
determined from the “non-statistical” uncertainty components
given in Table 3 according to Equations (14) and (2) are displayed
in Table 4 (8'3C) and Table 5 (8'°N). The numerical value of
a correlation strongly depends on the same parameters, which
determine the magnitude of the uncertainty components (the
position of the laboratory standard’s d-value on the regression
line, the number of times a reference material is used during the
calibration process and the certified uncertainty of a reference
material).

Final 3"3C- and §'°N-values of typical samples with their 10-uncertainties and the respective independent uncertainty components, which add up quadratically to the overall
1c-uncertainty. For the uncertainty components four positions after the decimal point are shown so that the smallest contribution, which lies in the range of 10~%, can be

displayed.

Sample-ID 313C [%,] 1o-uncertainty Statistical -alanine Fish gelatin USGS40 IAEA-CH-6 IAEA-CH-3 IAEA-CH-7
31 —22.29 0.08 0.0690 0.0174 — 0.0267 0.0075 0.0030 0.0003
156 —22.12 0.09 0.0724 0.0397 0.0070 0.0210 0.0075 0.0084 0.0007
116 —21.32 0.09 0.0731 0.0401 0.0109 0.0204 0.0091 0.0069 0.0006
151 —20.89 0.08 0.0706 0.0350 0.0073 0.0187 0.0099 0.0077 0.0006
109 —20.75 0.08 0.0719 0.0374 0.0096 0.0192 0.0102 0.0067 0.0006
28 —19.87 0.07 0.0682 0.0166 - 0.0208 0.0121 0.0029 0.0002
138 —19.29 0.08 0.0690 0.0290 0.0077 0.0156 0.0129 0.0067 0.0005
55 —18.16 0.07 0.0679 0.0135 0.0071 0.0156 0.0153 0.0039 0.0003
133 -17.76 0.08 0.0682 0.0231 0.0081 0.0127 0.0159 0.0058 0.0004
50 —17.58 0.07 0.0684 0.0158 - 0.0152 0.0164 0.0028 0.0002
51 -16.27 0.07 0.0688 0.0153 — 0.0120 0.0189 0.0027 0.0002
Sample-ID 3N [%] 10-uncertainty Statistical 1-alanine Fish gelatin USGS40 IAEA-N-1 IAEA-N-2 IAEA-NO-3
28 4.01 0.11 0.0567 0.0120 — 0.0514 0.0356 0.0616 —

31 4.80 0.11 0.0568 0.0113 — 0.0483 0.0355 0.0680 —

116 5.82 0.11 0.0557 0.0192 0.0133 0.0410 0.0279 0.0705 0.0196
109 6.23 0.11 0.0557 0.0182 0.0139 0.0393 0.0274 0.0735 0.0204
156 7.25 0.11 0.0585 0.0158 0.0155 0.0349 0.0264 0.0812 0.0227
151 8.05 0.12 0.0588 0.0139 0.0166 0.0315 0.0255 0.0871 0.0244
133 9.49 0.12 0.0595 0.0104 0.0188 0.0253 0.0240 0.0979 0.0275
51 9.56 0.13 0.0580 0.0074 - 0.0293 0.0349 0.1065 —

55 10.38 0.13 0.0573 0.0049 0.0117 0.0221 0.0312 0.1075 0.0172
138 11.36 0.14 0.0606 0.0060 0.0215 0.0173 0.0220 0.1118 0.0316
50 11.44 0.14 0.0587 0.0058 - 0.0218 0.0347 0.1217 -
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3.2. Palaeodiet samples

Table 6 shows a few typical examples of final d-values of
palaeodiet samples determined as weighted means of three
measurement results. The component called “statistical” includes
the uncertainty associated with the measurements of the sample
and the standards in these determinations. “-alanine” and “fish
gelatin” are the contributions of the measurement uncertainties
of the laboratory standards and of the international reference
materials originating from the respective laboratory standard
calibration. Here these two components have to be treated as
non-statistical contributions as they contribute to the uncer-
tainties of all paleodiet samples calibrated against them. The
components in columns named after the international reference
materials comprise the contributions of the respective standard’s
“certified uncertainty” originating from the sample measurement
and the contributions of the “certified uncertainties” propagating
from the laboratory standard calibration process. From the
uncertainty components given in Table 6, often called an error
matrix, covariances between individual sample results can be
derived according to Equation (14). This might be of interest, if
further statistical procedures are applied, as some statistical
procedures require that correlations within the data set studied
are small.

Similar to the findings in the laboratory standard calibration,
the overall 3'3C-uncertainties of the samples were mainly caused
by the “statistical” component and the biggest contribution to the
dN-uncertainties came from the uncertainty of the certified
value of an international reference material. The reference mate-
rial that contributed to the highest degree to the §°N-uncer-
tainties of the samples was the IAEA-N-2 standard. Although
the 3"N-value of the NO-3 standard matches best with the
3N-values of the samples, no significant contribution was
generated by this standard, as it was never directly employed in
the sample measurements and in the calibration of r-alanine.
Further it was seldom used in the calibration of the fish gelatin. In
contrast, the N-2 standard was present in many sample
measurements and used as an anchor point in the calibration of
both laboratory standards. Consequently this standard has the
biggest influence on the sample uncertainties, with the magnitude
of the contribution depending on the numerical 3!°N-value of the
sample. The closer a sample’s 8°N-value matches the value of the
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Fig. 3. Dependency of the final uncertainty of a sample on its numerical 5'>N-value,
found in the data of this study. The samples combined in one batch were measured
three times on different days using the same combination of isotope standards. The
final 3">N-value of a sample, plotted in this diagram, is a weighted mean of the three
determinations.

N-2 standard, the larger is the magnitude of the N-2 contribution,
which is also reflected in the final uncertainties. This is depicted in
Fig. 3, where the final uncertainties of the samples from four
“measurement series” are plotted against their 3'°N-values. A
series comprises 3 determinations of a sample batch, for which the
same combination of isotope standards was used. From Fig. 3 it is
evident, that the lower 5°N-values as e.g., found in herbivore
collagen, were determined with smaller uncertainties than the
higher ones (closer to that of the N-2 standard) in the range of
omnivore/carnivore collagen. This finding is a consequence of the
chosen measurement protocol and is mainly caused by the
selection of the reference materials used for the normalization of
the laboratory standards and the 3-values of the samples to the
international isotope scales.

4. Conclusions

An in-depth study of the uncertainties as they arise in the
determination of 3'°C- and 3!°N-values, when multi-point
normalization of the d-values is used, was performed. This study
investigated the influence of correlated uncertainties, which are
a consequence of the calibration and normalization procedures, on
the final uncertainties of sample 3-values.

For the assessment of the uncertainties of d-values determined
in collagen samples for a palaeodiet study, a method was applied
which allowed the tracing of different uncertainty components
arising from the precision of the measurement and from the
uncertainties of the used isotope standards’ d-values, throughout
the entire evaluation process. The contributions of the individual
uncertainty components were investigated, from the calibration of
the laboratory standards to the calculation of the weighted means
of triplicate d-value determinations of real samples.

At each step of this process, numerical values for the correla-
tions between the standards, which had been introduced due to
normalization to the same reference materials, and also between
the different measurement runs for a sample batch were calculated.
They were considered during the normalization and the calculation
of weighted means of the d-values. The combination of isotope
reference materials chosen for the calibration of laboratory stan-
dards influences the final uncertainty of the 3-values of the samples
normalized to these laboratory standards. Furthermore, the
uncertainty of a 3-value is affected by the position of the d-value on
the regression line with respect to the anchor points.

The uncertainties of the 8'3C-values are mainly caused by the
respective statistical components resulting from the measure-
ment process, since the certified d-values of the used interna-
tional 3'3C reference materials are very precise. However, the
d-values of the available 3!°N reference materials show clearly
larger uncertainties and thus more strongly affect the uncer-
tainties of the determined 3'°’N-values. Consequently the uncer-
tainties of 8'°N-values can be underestimated, when only the
statistical component is considered. However, the final uncer-
tainties obtained in this analysis are small in magnitude
compared to the variation in d-values relevant for diet interpre-
tation. The investigated correlations had an enlarging effect on
the uncertainties of the normalized 3-values, but this effect was
small. Hence, the overall uncertainties of the sample 3-values can
in most cases be neglected for further statistical examination like
the comparison of group means, as it is frequently employed in
the area of palaeodietary studies. For certain applications it is
though useful to have accurate estimates of uncertainties e.g.,
when reproducibility of sample 3-values within a laboratory or
between different laboratories is investigated, since the under-
estimation of uncertainties might imply a false disagreement of
the measured values.
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